
INCREMENTAL LEARNING 
WITH ASCEND
A showcase demonstrating how to use Ascend to 
accelerate the development and deployment of 
sophisticated machine learning applications. 
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What is new hereȧɉɉ
The traditional machine learning methods widelyɉ
used today generally assume that aɉ
comprehensive Ɂgoodɂ training dataset in theɉ
domain of interest is available a prioriȦ ɁGoodɂɉ
means making assumptions that the data containsɉ
sufficient information to find and validate a singleɉ
best modelȡ and that applying that model to anyɉ
new data in the domain generates reliableɉ
forecastsȦ This static approach emphasizesɉ
learning as much as possible from a fixed trainingɉ
and testing setȦɉ ɉ

Unfortunatelyȡ many realȹworld applicationsɉ
cannot match such assumptionsȦ  Datasets can beɉ
huge in volume and still not suffice to properlyɉ
quantify the relevance of many featuresȡ arriveɉ
sequentiallyȡ as well as reflect phenomena thatɉ
change significantly over time ȳlike consumerɉ
behavior or traffic patternsȴȦɉɉ

ɉ

With its unprecedentedɉ
autonomous data orchestrationɉ
platformȡ Ascend unlocks the nextɉ
generation of dǋnamic machineɉ
learning techniques that until nowɉ
have been  hidden within largeɉ
digital nativesȦɉ

ɉ

In recent yearsȡ advanced machine learningɉ
practices have begun adopting more dynamicɉ
approaches that have long been understood inɉ
mathematicsȡ computer science and academiaȦ  Atɉ
commercial scaleȡ such approaches requireɉ
massively scaled data management techniquesɉ
that until recently have been limited to the largeɉ
digital native enterprisesȦ  These capabilities areɉ
now becoming accessible to the worldɄsɉ
enterprises through the unprecedentedɉ
sophistication of AscendɄs autonomous dataɉ
platformȡ which builds endȹtoȹend data flowsɉ
while automating the orchestration of cloudɉ
services to bring them to lifeȦɉɉ ɉ

What is incremental learningɉ
and why does it matterȧɉɉ
To demonstrate how such dynamic machineɉ
learning techniques work in real lifeȡ we focus onɉ
incremental learningȡ an important class ofɉ
techniques which simulates learning byɉ
ȩforgettingȩ old dataȡ retaining ȩlearnedȩ insightsȡɉ
and continuously ȩretrainingȩ the operationalɉ
forecasting modelȦ  The technique is valuable inɉ
that itȠɉ

● Prevents performance and throughputɉ
degradation under massive dataɉ
conditionsɉɉ

● Significantly reduces storage bloat andɉ
compute costsɉɉ

● Mitigates historical bias introduced byɉ
data from specific training periodsɉɉ

● Constantly adjusts for fundamentalɉ
changes in the environment and Ȭ orɉ
behaviorɉ

● Unifying model training and modelɉ
deploymentɉ

Incremental learning is increasingly useful inɉ
dataȹheavyȡ nonȹstatic scenarios likeȠɉ

● Autonomous roboticsɉɉ
● Human feedback on websites and appsɉɉ
● Very largeȡ streaming datasets drivingɉ

shortȹterm forecastsɉ
● Profile building and maintenance overɉ

yearsɉɉ

ɉ

The automation of incrementalɉ
learning methods is poised toɉ
improve predictions in todaǋɄsɉ
rapidlǋ changing worldȦɉ

ɉ

Success in business depends on the accuracy ofɉ
forecastsȡ so as enterprises become more digitalɉ
and the world around us changes at an increasingɉ
paceȡ dynamic techniques like incremental learningɉ
become more relevantȦɉɉ
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How does incremental learning workȧɉɉ
Incremental learning essentially works byɉ
accumulating miniȹbatches or streaming of newɉ
dataȡ generating a compact representation of theɉ
signals in the data in the form of an ML modelȡɉ
discarding the data miniȹbatchȡ and iterating toɉ
accumulate the next miniȹbatchȦ With eachɉ
additional miniȹbatchȡ the technique updates theɉ
model over timeȦ  Variants of the technique mayɉ
retain a sliding window of a set number ofɉ
miniȹbatches before discarding themȦɉ ɉ

Incremental learning techniquesɉ
have long been well understood inɉ
mathematicsȡ computer science andɉ
academiaȡ but difficult to implementɉ
in practiceȦɉ

Incremental learning has to deal with a host ofɉ
technical challenges in the core algorithms that weɉ
are not addressing hereȡ such as concept driftȡɉ
balancing effects of the stabilityȹplasticityɉ
dilemmaȡ adaptive model complexityȡ and moreɉ
ȳThapliyalȡ 2018ȴȦ For our purposeȡ theseɉ
challenges are addressed in the actual modelɉ
design and training techniquesȡ theɉ
implementation of which occurs on the machineɉ
learning platforms of Ascend partnersȦɉ ɉ

In this paperȡ we focus on the commercialɉ
operationalization of data pipelinesȡ with the highɉ
level of automation demanded by these dynamicɉ
techniquesȦɉɉ

The following diagram demonstrates the iterativeɉ
nature of the incremental learning techniqueȦɉ ɉ

1Ȧ An initial batch of data is collectedȡ andɉ
used to generate an initial model ȳF0ȴȦɉ ɉ

2Ȧ From then onȡ new miniȹbatches ofɉ
sample are accumulatedȡ bounded by timeȡɉ
volumeȡ or other parameter that triggers aɉ
Ɂclosingɂ of the batch and Ɂopeningɂ of theɉ
next batch to continue the accumulationȦɉɉ

3Ȧ When a batch is Ɂclosedɂȡ the systemɉ
takes that batch to generate an update ofɉ
the current modelȦ  The actual generationɉ
and management of the model is theɉ
domain of thirdȹparty machine learningɉ
platforms or library like skLearn in Pythonɉ
and mllib in PySpark that are partners inɉ
this approachȦɉɉ

4Ȧ The ML platform or library also performsɉ
an evaluation of the updated modelȦɉ
Depending on this fitness testȡ the systemɉ
either stores the updated model for theɉ
next iterationȡ or discards it and revert toɉ
the previous oneȦɉ

ɉ

ɉ

Figure 1ɉ

It is finallǋ possible toɉ
operationaliǕeɉ
sophisticated incrementalɉ
learning techniques forɉ
commercial benefitɉ
without building a customɉ
data managementɉ
platformȦɉ
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How do I use Ascend to implement incremental learningȧɉɉ
The operationalization of incremental learning andɉ
similar dynamic techniques fundamentallyɉ
demands sophisticated pipelinesȦ The Ascendɉ
platform unlocks commercial adoption by enablingɉ
data experts to intuitively design and test theɉ
needed data operationsȡ and then automating theɉ
deployment and ongoing operation of all theɉ
necessary data management operationsȡ includingɉ
the interactions with the ML partners and librariesȦɉ

Continuous modelingɉ
There are two sides to the operation ofɉ
incremental learning techniquesȦ  The first is inɉ
creating and updating the modelȡ which initializesɉ
and runs continuouslyȠɉ ɉ

● Connect to various data sourcesȡɉɉ
● Clean and join the raw dataȡɉ
● Generate the data batchesȡɉɉ
● Automate and optimize all compute andɉ

storage resourcesȡɉ
● Interoperate with the model libraries andɉ

thirdȹparty platformsȡɉɉ
● Handle the data inputs to the modelsȡɉ
● Persist the resulting models andɉ

parametersȡɉɉ
● Manage the timing and ongoing iterationsɉ

of the techniqueȡɉ
● Monitor and alert all operations inɉ

realȹtimeȦɉ ɉ

The following diagram illustrates the part of theɉ
application that feeds the model construction asɉ
well as the iterative updating cycles for the modelȠɉɉ

● A set of builtȹin connectors access theɉ
data sourcesȡ which can vary from highlyɉ
dynamic ȳweather feedsȡ vehicles inɉ
motionȡ click streamsȴ to more staticɉ
metadata ȳvehicle fleet catalogȡ locationɉ
listingsȡ street name listingsȴȫɉɉ

● A series of cleansingȡ formattingȡ andɉ
joining operations that prepare the dataɉ
for model developmentȡ trainingȡ andɉ
validationȫɉ

● A series of operations invoking andɉ
managing thirdȹparty ML platforms andɉ
librariesȠɉ

○ A core set of feature engineeringɉ
and model building operationsȫɉ

○ A set of initial model trainingɉ
operationsȫɉɉ

○ A set of model updatingɉ
operationsȫɉ

● A method to store and retrieve models forɉ
each iteration of model updatesȦɉ

The Ascend platform provides constructors for MLɉ
practitioners and data engineers to design andɉ
deploy these operationsȡ and automatically runs allɉ
the data orchestrationȦɉɉ

ɉ
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Figure 2ɉ
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Continuous forecastingɉ
The second side of these incremental learningɉ
techniques is the prediction of the unlabeled dataȦɉ
Unlike common static model deploymentȡɉ
incremental learning enables continuousɉ
deployment of updated modelsȡ linking to existingɉ
data sourcesȡ and routing the resulting forecasts toɉ
consuming applications without their awarenessȦɉ
The level of automation and continuous operationɉ
available with Ascend is a game changer forɉ
operationalizing these techniquesȠɉɉ

● Connect to the sources of unlabeled dataȡɉɉ
● Clean and join the raw unlabeled dataȡɉ
● Monitor the model repository for updatedɉ

modelsȡɉ
● Handle the updated models to the modelɉ

libraries and thirdȹparty platformsȡɉ
● Handle the unlabeled data inputs to theɉ

modelsȡɉ
● Receive and persist the resultingɉ

predictionsȡɉɉ
● Manage the timing and ongoing iterationsɉ

of the predictionsȡɉ
● Feed the predictions to the consumingɉ

applicationȳsȴȡɉ
● Automate and optimize all compute andɉ

storage resourcesȡɉ
● Monitor and alert all operations inɉ

realȹtimeȦɉ
ɉ ɉ

The following diagram illustrates the part of theɉ
application that feeds the unlabeled dataȡ theɉ
working modelȡ and the resulting predictionsȠɉɉ

● A set of builtȹin connectors access theɉ
unlabeled data inputsȡɉ

● A series of cleansingȡ formattingȡ andɉ
joining operations that prepare the dataɉ
for predictionȫɉ

● A series of operations invoking andɉ
managing thirdȹparty ML platforms andɉ
librariesȠɉ

● Operating the model to generate theɉ
predictionsȫɉɉ

● A set of model updating operationsȫɉ
● Operations to store the predictionsȫɉ
● Connectors to make the predictionsɉ

available to applicationȳsȴȦɉ

As on the modeling sideȡ the Ascend platformɉ
provides all the constructors for ML practitionersɉ
and data engineers to design and deploy theseɉ
operationsȡ and automates every aspect of actuallyɉ
running themȦɉ ɉ

The Ascend Platform easilǋɉ
connects with modern data feedsȡɉ
ML platformsȡ data warehouses andɉ
data lakesȡ and APIsȦɉɉ

ɉ
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What do you recommend nextȧɉɉ
The emergence of dynamic machine learningɉ
techniques like incremental learning demands aɉ
new level of sophistication in the management ofɉ
the data life cycleȡ process automationȡ andɉ
resource orchestration that is uniquely availableɉ
from AscendȦɉ ɉ

Enabling the endȹtoȹendɉ
orchestration of data flows allowsɉ
data teams to tap into sourcesȡɉ
manage interactions with thirdɉ
partiesȡ and deliver reliableȡ liveɉ
data products to application teamsɉ
across the enterpriseȦɉ

ɉ

Consider examples like TwitterɄs 70 thousand APIɉ
calls per secondȡ or GoogleɄs 63 thousandɉ
searches per secondȦ  Adjusting user preferenceɉ
profiles from each interaction is critical for theɉ
business modelȡ yet actually storing each andɉ
every interaction for months or years is notɉ
feasible or usefulȦ  Such scenarios are becomingɉ
increasingly commonplaceȡ making autonomousɉ
data platforms like Ascend a critical staple forɉ
every data teamȦɉ

ɉ ɉ

We encourage data science and engineeringɉ
teams that are working with such techniques toɉ
free up their time to focus on the actual dataɉ
science of these sophisticated modelsȦ  Withɉ
Ascendȡ they can reduce the implementation timeɉ
of the data life cycle to mere hours or daysȦ Whileɉ
the platform is entirely selfȹservice SaaSȡ weɉ
recommend working with our team for a trialȠɉ

1Ȧ Choose a current problem in your businessɉ
to do a trial on the platformȫɉ

2Ȧ Identify the class of dynamic ML modelɉ
you will useȡ based on a static data setȫɉ

3Ȧ Identify the sources of your modeling dataȡɉ
and runȹtime unlabeled dataȫɉɉ

4Ȧ Contact us for next stepsȠɉ
● Identify the platform or library toɉ

tie into Ascendȫɉɉ
● Identify the specific method toɉ

connect to the data sourcesȫɉ
● Model each of the steps in theɉ

pipelinesȫɉ
● Stage the data for consumption ofɉ

the predictions by an applicationɉ
or BI platformȦɉ ɉ

You can get started with a trial atɉ
wwwȦascendȦioȬgetȹstartedɋȦ We look forward toɉ
working with youȦɉ

ɉ
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This project was born out of an internal hackathonɉ
at AscendȦioȡ where we break new ground on theɉ
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operationalizing smart applications and machineɉ
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Written by ɋMichael Leppitschɋ and ɋJin Huangɋ withɉ
contributions and reviews by ɋAndy Wangɋȡɉ
Siddharth Panickerɋȡ and ɋTom WeeksɋȦɉ

Please contact us to apply these techniques andɉ
productionize your machine learning solutionȦɉ

Thanks to the entire AscendȦio team for inspirationɉ
and guidanceȡ and building the most amazing dataɉ
automation platform everȣɉɉ

About Ascendɉɉ
Ascend provides the worldɄs first Autonomousɉ
Dataflow Serviceȡ enabling data engineers to buildȡɉ
scaleȡ and operate continuously optimizedȡ Apacheɉ
Sparkȹbased pipelines with 85ɼ less codeȦɉ
Running natively in Microsoft Azureȡ Amazon Webɉ
Servicesȡ and Google Cloud Platformȡ Ascendɉ
combines declarative configurations andɉ
automation to manage the underlying cloudɉ
infrastructureȡ optimize pipelinesȡ and eliminateɉ
maintenance across the entire data lifecycleȦ Forɉ
more information about Ascendȡ visitɉ
wwwȦascendȦioɋȦɉ
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